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ABSTRACT

s an offspring of ARPANET, the Internet has been designed as a packet network with
A robustness and survivability as first objectives. At that time, packet switching has been
preferred over circuit switching. To cope with congestion due to an increasing popularity
and the scarcity of resources, the Internet has then evolved with a fair-sharing objective
implemented using the end-to-end principle. The global allocation performed by this system
can be interpreted (cf. [Chiang et al., 2007]) as a distributed optimization procedure aiming
to maximize the individual utilities summed in an a-fair manner—a depends on the TCP
variant.

Concurrently, the usage—video-conferencing, video-on-demand, large-file sharing, remote
backup, data-intensive applications, e-science—and expectations of users regarding the Inter-
net have also evolved, making both users and providers unhappy: the former because of the
quality of service obtained, and the latter because their profit margins are impacted. Indeed,
their revenues are not directly linked to the provided resources.

Variety of requirements and associated utility functions together with renewal of circuit
through optical circuit switching and development of the automation of circuit provisioning in
transport networks with unified control plane leads to consider other allocations mechanisms.
They are suited for these new utilities such as variable provisioning of access link over time
or deadline-constrained transfers and combination of them.

The most promising is based on services where users can express their needs through
request submission. Then, by taking advantage of the packet switching paradigm and its
relative fluidity, and providing the advantage of knowing in advance if the resource will be
sufficient for the users, the service optimizes resource allocation under the constraints of both
users and network operators. The existence of this service does not preclude classical best-
effort approaches for the remainder of the traffic.

As an example, if a user wants a dedicated circuit for high-quality video conferencing, the
request will contain different constraints specifying the requested QoS, such as a low delay—
e.g., less than 50 ms—and a constant bandwidth—e.g., 960 Mbit/s for 4096 x 2048 px at a
frame rate of 30.0 pict/s—for the duration of the video conference. Alternatively, users or
data-intensive applications might want to have a deterministic completion of a 40 GB transfer
within a time window of 10 min, and get an allocation fulfilling the constraint. This allocation
is a profile of bandwidth that, over time, delivers the requested volume. The rest of the time,
the needed bandwidth is much less.

In short, the problem is for operators to have an interest in providing users with the
expected QoS. My contributions are distributed in five different sub-problems:

(i) the evidence of the problem for bulk data transfers with the evaluation of transfer time
predictability;
(ii) the algorithmics for the service that schedules requests of network utilization;
(iii) practical considerations on how to implement this service from the source application to
the destination application, and its performance;
(iv) how a service provider can use a rented infrastructure to provide a transfer service;
(v) finally, is this approach justified, from the points of view of users and service providers?
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Predictability of Transfer Completion Time Due to the dependence of the allocation
to the number of participants, fair sharing shows a fundamental problem when it comes to
predicting the allocation that one will get in capacity-constrained networks—although, even
if the number of concurrent flows remains constant, it is still difficult. Using real experiments
with different transport protocols, our first contribution shows that completion time under
congestion depends on so many parameters that it is difficult—or impossible—for users to
determine the completion time of their transfers [4, 5, 6, 8].

Explicit Request and Scheduling of Transfers To solve this, we propose a network-
resource allocation service that allocates network bandwidth based on the users’ utilities
while taking care of the value of the network. The allocation mechanism proposed gives both
satisfaction to users—seeking best-effort or guaranteed services—and flexibility to network
operators, which can plan in advance the resource utilization of users with large needs [3].
The scheduler has been implemented [jBD09].

Data Plane and Conformance to Allocated Profile After the presentation of the bulk
data transfer scheduling service on a static network, we present how bandwidth delivery
can be articulated with the data plane to enable regular applications to efficiently use the
allocated resources. For this purpose, we present the FLOC software [FLO09] and evaluate
its performance regarding the original objective: being able to use this to enforce profiles of
rates for flows [1, 9, 10, 18].

Dynamic Bandwidth Provisioning and Bit Mover Service Next, to benefit from
dynamically reconfigurable networks, we introduce a tiered architecture: the clients or cus-
tomers, the service provider, and the network provider. In this architecture, clients issue
transfer requests to a bit-mover service that provisions the circuits of its dynamic infras-
tructure by issuing bandwidth requests to a network provider. We present the provisioning
optimization problem as a linear program and simulations to highlight the benefit of mixing
malleable requests with more constrained requests [2, 11, 12].

Extension of Routing Games to Flow over Time Finally, we propose an extension
of routing games with convex cost functions to consider time, as a tool to quantify, study
and propose solutions to overcome the inefficiency introduced by selfishness in Wardrop-like
games. As a result, the service provider is shown to be able to improve the social cost of the
allocation, compared to the social cost of the Wardrop equilibrium reached by selfish decisions.
This makes the service provider both legitimate and sustainable [24].

2 (© Copyright 2009 by S. Soudan



RESUME

N tant que descendant du projet ARPANET, Internet a été congu comme un réseau de
E commutation de paquets. Le principal objectif était alors la robustesse : le réseau devait
continuer a étre fonctionnel méme en cas de perte d’une partie de ses éléments. Le paradigme
de commutation par paquets s’avérait alors intéressant : les décisions sont prises pour chaque
fragment d’information et non a 1’établissement de la communication, comme cela est le cas
dans le paradigme circuit.

Pour faire face a la congestion due a sa popularité grandissante et a la rareté des ressources,
Internet a ensuite évolué et intégré le concept de partage équitable de la bande passante mis
en oeuvre selon le principe de bout en bout. Selon ce principe, lorsque cela est possible, les
opérations liées au controle des communications individuelles doivent étre effectuées exclusi-
vement par les machines d’extrémités. TCP s’inscrit strictement dans cette approche, aussi
bien pour le controle des erreurs ou des pertes de paquets que pour la régulation du débit.

L’allocation globale qu’effectue ce systéme, trés largement distribué, peut étre interprétée’
comme une procédure résolvant un probléme d’optimisation qui maximise, sous contrainte,
une combinaison des utilités individuelles. Les contraintes sont celles de capacités. La fonction
de bien-étre social utilisée pour agréger les utilités individuelles dépend de la variante de TCP
utilisée, mais vise une certaine équité sous forme de somme pondérée de puissances de la
bande passante allouée (a-fairness).

Parallelement les utilisations et attentes des utilisateurs vis-a-vis d’Internet ont aussi
évolué : Ce au niveau des caractéristiques de bas niveau, en passant du besoin de connectivité a
des besoins de bande passante pour faire fonctionner des applications gourmandes, mais aussi
qu’au niveau des besoins plus élaborés tels que la prédictabilité du temps de complétion d’un
transfert afin de pouvoir enchainer des opérations de différentes natures comme des transferts
suivis par des phases de calcul sur des resources réservées en avance.

Parce que le modele de qualité de service d’Internet repose sur le sur-dimensionnement
du réseau de coeur, cette évolution des besoins se heurte a la fois au probleme de la qualité
de service qui n’est pas forcément atteinte ou adaptée, mais aussi au cout pour les opérateurs
d’avoir une telle infrastructure pour laquelle, de plus, les ressources allouées ne sont pas
directement liées aux recettes.

La diversité des besoins et les utilités individuelles associées, ainsi que le renouveau des
approches circuit au travers de la commutation de circuits optiques et de ’automatisation
de la configuration et de I'approvisionnement des réseaux de transport grace aux plans de
controle unifiés a conduit a étudier des mécanismes d’allocation différents de ceux en place
dans Internet. Au lieu de laisser TCP déterminer le partage, ces mécanismes reposent sur
les processus de mise en oeuvre des réseaux (routage, création de tunnel, reconfiguration)
jusqu’alors utilisés par les opérateurs sur des agrégats de trafic. En les rendant plus dynamiques
et plus fiables, 'automatisation permet de les rendre disponibles aux utilisateurs. Ce controle
ne peut cependant pas étre mis directement a disposition des utilisateurs et nécessite la mise en
place d’intermédiaires assurant la planification et la correction de la configuration du réseau.

L’approche la plus prometteuse est basée sur des services qui permettent a I'utilisateur de
spécifier ses besoins par la soumission de requétes en avance a 'opérateur, qui effectue ensuite
I’allocation de ressources et la mise en oeuvre de celles-ci pour le compte de l'utilisateur. En

Lyoir [Chiang et al., 2007] pour une synthese
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profitant de la relative fluidité des paradigmes de commutation par paquet, le service peut
optimiser ’allocation des ressources sous les contraintes spécifiées d’une part par 'utilisateur
et d’autre part par 'opérateur lui-méme. Finalement, ’existence d’un tel service n’empéche
pas celle du classique trafic best-effort qui a fait le succes d’Internet. Ainsi, si un utilisateur
veut un circuit dédié pour de la diffusion de vidéo en haute définition, la requéte spécifiera une
borne sur le délai du chemin et sur la bande passante minimum. Similairement, un utilisateur
voulant la garantie de transférer un certain volume de données entre deux dates, spécifiera le
volume et ces dates a la soumission de la requéte. Cependant, lors de ’allocation, 'opérateur
pourra lui attribuer un profil de bande passante variable avec le temps a la condition qu’une
fois celui-ci intégré entre les bornes temporelles, il donne le volume escompté. Finalement, un
utilisateur n’ayant pas de contraintes particulieres pourra simplement utiliser opportunément
TCP et partager avec les autres flux best-effort la capacité restante.

Prédictabilité du temps de complétion de transferts massifs Au dela du probleme
fondamental du partage équitable dans les réseaux de capacité limitée qui font que ’allocation
de bande passante qu’obtient un flux dépend du nombre de participants, nous montrons que
les interactions entre flux ou entre couches rendent difficile I'estimation de la durée nécessaire
pour terminer un transfert.

Grace a des expériences effectuées sur un vrai réseau avec un nombre de flux fixé, nous
montrons dans une premiere contribution que le temps de complétion dépend de tant de
parametres qu’il est difficile ou impossible pour un utilisateur de déterminer cette durée pour
ses transferts. Ces expériences montrent en particulier qu’en présence de congestion, 'influence
de la couche physique sur la couche transport.a un impact sur les performances, et ce méme
dans les réseaux filaires commutés ou le comportement de TCP change en fonction du choix
du commutateur [4, 5, 6, §].

Allocation de ressources basée sur une demande explicite et la planification Afin
d’offrir aux utilisateurs des garanties de temps de complétion, nous proposons un service d’al-
location de ressources qui alloue les ressources réseaux en fonction du besoin des utilisateurs
tout en s’assurant de ne pas nuire a la valeur du réseau, qui repose en grande partie sur la
disponibilité permanente de bande passante pour le trafic best-effort.

Le mécanisme proposé satisfait les deux types d’utilisateurs recherchant des garanties et
recherchant de la connectivité, ainsi que l'opérateur qui peut planifier I'utilisation de son
réseau en avance pour les transferts volumineux.

Ce service a été implanté [jBD09]. Cette approche a également été étendue au cas des
transferts sur un overlay. Dans ce cas le middleware controlant celui-ci remplace 'opérateur
et I'objectif des allocations est d’éviter autant que possible la congestion qui peut arriver du
fait du trafic concurrent a ’overlay [3].

Articulation plan de données / plan de contrdle La planification des transferts telle
que proposée dans la contribution précédente requiert que les émetteurs soient capables
d’émettre leurs données en un flux qui se conforme & un profil de bande passante variable
au cours du temps.

L’articulation du service et du plan de données est étudiée dans cette contribution afin de
permettre la mise en oeuvre de la réservation de ressources pour une application et 'utilisation
efficace de celles-ci. Une solution basée sur le controle du débit a la source a été proposée

4 (© Copyright 2009 by S. Soudan



et implantée [FLOO09|. Elle permet de respecter les allocations en controlant ’émission des
paquets de sorte que I'application n’émette ni plus ni moins que prévu par I’ordonnanceur du
service [1, 9, 10, 18].

Approvisionnement en bande passante pour fournir un service de transferts pla-
nifiés Alors que les infrastructures réseau considérées étaient statiques dans les contributions
précédentes, nous proposons ensuite une architecture a plusieurs niveaux : clients, fournisseur
de service, et opérateur réseau qui permet au fournisseur de service de manipuler une infra-
structure réseau dynamique. Dans cette architecture, les clients soumettent les requétes au
service de transferts qui les ordonnance et approvisionne son infrastructure dynamiquement
aupres de opérateur, en lui soumettant des requétes de bande passante. Nous présentons
le probleme d’optimisation correspondant au choix de 'approvisionnement et de I’ordonnan-
cement des transferts, en proposant une approche a base de programmes linéaires. Nous
étudions numériquement son comportement lorsque des requétes flexibles et non flexibles sont
mélangées [2, 11, 12].

Extension des routing games aux transferts planifiés et aux flux au cours du temps
Dans cette derniere contribution, dans le cas de couits convexes, nous proposons une extension
des routing games, de la notion d’équilibre de Wardrop, et de prix de ’anarchie en prenant le
temps en compte.

Cet outil permet d’étudier et de quantifier 'inefficacité en terme de cotuit social introduite
par le comportement égoiste des utilisateurs. Grace a cette extension, en utilisant un modele
de cout simple qui prend en compte la préférence des utilisateurs pour un intervalle de temps
plutot qu’un autre et leur aversion a la congestion, nous montrons que sous certaines condi-
tions de charge du réseau, par leur comportement égoiste, ceux-ci utilisent 'intervalle qu’ils
préferent au détriment de la congestion ainsi créée et dont le colit sera supporté par tous.

Ainsi, lexistence d’un service réalisant I'ordonnancement permet dans ce cas de décider
qui devra étre sacrifié pour le bien de tous. Le cout total de cette allocation est alors inférieur
a celui de lallocation égoiste, ce qui rend 'existence de ce service légitime [24].



< On ne connait que les choses qu’on apprivoise. >

—Le Petit Prince, Antoine de Saint-Exupéry
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INTRODUCTION

The Internet is a Common Good The utilization of the Internet has become a good—
actually, a service—in the economic meaning as it increases the utility of its users. Economics
classifies goods in four categories depending on whether they are rival or nonrival, and ez-
cludable or non-excludable. Depending on the combination of these two characteristics, the
goods have different properties. Their names are reported in Table 1.1.

’ H Excludable ‘Non—excludable

Rivalrous Private goods | Common goods
Non-rivalrous Club goods Public goods

Table 1.1: Classification of goods

Network bandwidth is fundamentally rivalrous, since what is consumed by someone can
not be by someone else. But as long as the network is over-provisioned—or not congested—,
there is no rivalry. Everyone gets what they expect.

On the other side, when the network becomes congested, the cost of congestion is paid
by everyone. This cost can be of different types, such as an increased queueing delay, more
losses, less bandwidth than expected, or even a higher-level cost such as a deadline missed
because of a longer completion time. There is rivalry in congested networks.

Unless networks are built as fat trees, there can always be congestion at a link aggregating
traffic from different sources. In the Internet, usually, the last mile or local loop is the
less provisioned and the more congested, since it is the most difficult and expensive part to
upgrade.

When there is rivalry and one user cannot be excluded from the consumption, the good
is referred to as a common good and has to be shared between the participants. The way the
limited capacity of the network bandwidth will be shared has to be decided. But, as will be
detailed later, it is not an easy task.

This model does fit the current Internet. Once someone has an access to the network,
through an ISP for example, he can send data anywhere, and potentially create congestion on
some of the links. Even if the destination can be random, this has to be mitigated because the
exact path that will be taken by the data depends on the routing that has been decided by
the network provider first, and then by the whole routing table resulting from the distributed
routing protocol between domains. In some cases, congestion can be created by one user as
at access links for example. There is rivalry in the network and it is a common good.

7



CHAPTER 1. INTRODUCTION

Non-rivalrous cases are not of much interest since the constraints on capacity are not tight.
If the network can be congested and users or flows can be excluded, it is a private good. As
any private good, as long as the law permits it, the rules for sharing are decided by the owner.
For common goods, the rules can be decided by the owner or a regulatory agency targeting a
specific objective.

Current Sharing Model For the Internet, different level of rules apply but the most im-
portant one is its transport protocol: TCP [Jacobson, 1988]. Its sharing mechanism has been
designed by V. Jacobson in 1988 when the Internet was still mainly a research network. Before
that, TCP had no congestion control mechanism and was only retransmitting lost packets.
Because of this and the increase of the number of flows, in 1986, the network got congested
and collapsed. Only 40 bit/s of throughput was observed on a 32 kbit /s backbone due to losses
and retransmissions. This led to the addition of congestion control. The congestion control
algorithm for flows using TCP relies on the detection of loss events to reduce the sending
rate. The sharing achieved by these mechanisms maximizes an alpha-fair combination of
the flow rates under the capacity constraints [Chiang et al., 2007]. This is based on several
assumptions:

(i) the objective is to share the benefits, and not the costs;
(ii) the fairness is between flows and not users;
(iii) flows all have the same utility functions (concave and increasing).

This problem is known as Network Utility Mazimization (NUM).

In 2009, while the Internet has reached 1.59 billion of users, the same rules still apply. This
one-fits-all solution is claimed to not be the universal solution anymore, for multiple reasons.
A variety of new usages have emerged: some use a large amount of bandwidth, some need low
delays, or a low loss rate, some have a high value/utility (for their owners) to volume ratio.
Considering all the flows of the same importance is not appropriate anymore. Especially since
the number of flows is not limited—the Internet is a not an excludable good—and a single
user can have multiple flows where one would suffice to get a bigger share in virtue of the
principle of fair sharing at flow-rate level. This sharing does not offer any guarantee on the
allocation along the time. New flows can come and reduce the share making it difficult to
forecast the completion time of a transfer.

Based on these observations, differentiation mechanisms have been proposed to add qual-
ity of service to the Internet’s sharing model. Their deployment have failed. New sharing
mechanisms are needed but they have to convince both users and providers that they are a
solution to their concerns.

The Tragedy of the Commons Then, what are the specificities of resource sharing in
networks? In the presence of negative externalities—which are cost payed by all, such as
congestion—common goods are known to face a dilemma called “the Tragedy of the Com-
mons” after the title of a 1968 paper of Garrett Hardin published in Science [Hardin, 1968].

When different agents, each having their own interest, share common goods, they have
an incentive to increase their own income even if the negative externality will increase, and
possibly lead to the destruction of the common goods when the cost due to the negative
externalities becomes higher than earned income. This is because agents have an incentive
to become unfair and, once unfair, no incentive to become fair again even if this reduces the
total benefit.
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More generally, this inefficiency is known to appear when selfish users can choose their
routes—as in the class of game called routing games [Nisan et al., 2007, Chap. 18—, the
server they will use, or their sending rates [Kameda and Altman, 2008], and this affects the
cost that everyone will pay.

A typical example of this kind of situation is “Pigou’s example” [Nisan et al., 2007, Chap.
17]. An infinite number of users have to route a total demand of 1 on two alternate paths.
The cost of the first path is 1 while the cost of the second is & where x is the amount of
traffic that is routed through this path. Since z is less than 1 on [0, 1], every infinitesimal
agent chooses the second path. The total cost of this Wardrop equilibrium is 1-1+0-1=1
while the optimal allocation routes one half of the traffic on each path and has a total cost of
1/2-1/241/2-1 = 3/4. Selfish users created congestion by selecting the route that is cheaper
for them. The optimal solution needs coordination and potentially redistribution of the cost
between the agents since some have to use the link with the cost of 1.

The tragedy of the commons focuses on the total cost of realizing the allocation, instead of
the utility or aggregate utility, as NUM does. To summarize the tragedy of the commons, there
is no incentive for users to reduce their consumption. This can apply at different levels: choice
of congestion control algorithm, use of parallel flows, or simply by consuming/downloading
more than the average and then creating more than its “share” of congestion.

In 1999, S. Floyd observed that at that time, incentive to be fair was mainly a social
incentive and thus, besides promoting the use of TCP’s congestion control, she proposed
router-based mechanisms to identify flows that either are not “TCP-friendly” or simply use
“a disproportionate share of the bandwidth”, and punish them [Floyd and Fall, 1999]. The
former are flows that do not use more bandwidth than a regular TCP flow while the latter can
be regular TCP flows that, for example, grab-more bandwidth because of their small round-
trip times. Since this proposal was based on the control of flow behaviors, it also raised the
concern of connections split into multiple connections—in order to get more. This is actually
what is done now in peer-to-peer file sharing applications that exchange a lot of small chunks
of files using different connections. Even though they use regular TCP, the continuously-
present demand and the multiple flows lead this kind of application to use a large share of
the bandwidth of the Internet. In 2006, a study of residential user-to-user traffic in Japan
shows that traffic distribution among users is highly skewed: the top 4% use 75% of the total
inbound traffic [Cho et al., 2006].

Solutions to Overcome the Inefficiency Economics has a solution to overcome the
inefficiency introduced by selfishness [Varian, 1992, Chap. 24]. Pigouvian taxes are one
example of them. Just like the carbon tax that makes polluters pay for emitting carbon
dioxide and greenhouse gases, Pigouvian taxes add to the cost that users will face to deter
them from being inefficient. If the taxes are properly chosen, this leads the new equilibrium
to be the optimal setting of the problem with the original cost.

Another solution is obviously to transform common goods into private goods by making
users/flows excludable and the allocation decided by an agent aware of the demand and the
available resources. The new service model can propose different services that users will
request for their flows based on their needs. This approach has been advocated in 1995 by S.
Shenker [Shenker, 1995] but the current evolution of the technologies available in the transport
network makes this model particularly well-suited.
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New Technologies One the challenges faced by network operators due to the increase of
consumed bandwidth is packet processing at every router. This is costly in terms of time,
energy, and equipments.

At the same time, optical networks are becoming mature. With the circuit-switching
paradigm, they present the advantage of being able to carry data from end-to-end without
any processing, at the cost of the setup of the circuit. The technical evolution of the available
protocols and tools to manage such optical networks make it possible to consider configuring
paths on-demand in a reasonable amount of time: from seconds to hours depending on the
checks performed.

At the expense of management and bookkeeping for the operators, and explicit requesting
for applications, this kind of circuit can provide high bandwidth and low delay to applications,
new valuable and planned services for operators, and less traffic in the best-effort service.

To summarize the previous paragraphs, the change of sharing approach is driven by three
forces: new needs, foreseen bad trends, and technology.

New Sharing Approaches As for any disruptive solution, its success depends on its ability
to convince network operators that it will benefit them and be adopted by their customers
[Clark et al., 2005]. Customers must, in turn, find an interest in switching to the new solution
and not ignore it or change provider.

For customers, the value of a given network depends on the number of reachable par-
ticipants: the network effect captured by Metcalfe’slaw, which states that the value of a
network with n participants is related to the number of potential connections of the network
n (n —1)/2. This is probably over-estimated but definitively more than linear in n.

The other part of the value of the network -depends on the congestion that customers will
face and the real cost—time, money, energy—it implies. Another important point regarding
the value that customers associate with a service is the development of “everything as a ser-
vice” and combinations of services that require time synchronization: it is useless to get the
processing service before input files have reached the site where data will be processed. Simi-
larly, bandwidth for a high-quality video conference is required at the time of the conference,
not later. Considering time in advance can help for some applications.

For the operator, the benefit is two-fold: first, its users will be satisfied by their utilization
of the network, and they will not move to another provider or decide to switch to their
own private infrastructure based on dark-fibers. Optical fibers are not that scarce a resource
since a lot had been deployed by the dot-com bubble. Second benefit is that operators have an
interest in getting a part of the traffic as in-advance requests that they can schedule according
to capacity planing and planned utilization of the network.

The constraints we derive from the analysis above are:

(i) since existing applications already use TCP and it performs reasonably well when there
is no congestion, TCP has to be kept;

(ii) current best-effort service is valuable and mandatory;

(iii) guaranteed services are valuable but explicit specification of users constraints can be
required;

(iv) the requests submitted by users have to be flexible so the network provider can exploit
this to reduce the cost of the allocation while serving user needs;

(v) support of in-advance reservation is required.
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Since circuits can be used to carry packets, the proposal combines the benefit of packets
that are suited for web browsing, e-mail, and any application requiring a large number of small
flows to different hosts, with circuits that are suited for bandwidth-demanding applications
or applications requiring guarantees, as it shifts the rejection risk from every packet to the
setup—or reservation in the case of explicit in-advance reservation. From the operator’s point
of view, it also reduces the packet-processing costs by moving traffic to end-to-end optical
network. It is then required to define how bandwidth will be shared, and its utilization
controlled to fulfill the requirements previously mentioned.

Throughout the chapters, we try to answer the following questions:

How does the current approach behave regarding massive transfer completion time?

(OPA How can bandwidth-scheduling services help to provide guarantees on transfer comple-
tion time?

How do services fit in the economical environment?

How do they help regarding the value of the network?
What kind of request is suitable for a malleable network service?

How can they be allocated?
O How can the allocations be enforced?

How can dynamic provisioning of the network infrastructure be used to provide a
bandwidth-scheduling service?

What is the benefit of the service approach? Is it sustainable?

What are the alternative approaches to reduce the inefficiency introduced by the agents’
selfishness?

The dissertation is organized as follow. The first two chapters present the state-of-the-art
on the Internet model and packet networks and on optical networks organization. In Chapter
4, we explore experimentally the performance of the current model regarding the predictability
of transfer completion time. Chapter 5 contains the proposal of the sharing model while
Chapter 6 presents the algorithmic for the scheduling of large file transfers specified by volume
and time constraints. Chapter 7 shows the architecture of the service, as well as the interaction
with the different planes down to the data plane and the allocation-enforcement mechanisms.
The performance of the transport protocol under these mechanisms is verified. Based on an
optimization problem, an extension of the service to benefit from the dynamic provisioning
offered by optical networks is shown in Chapter 8. Finally, Chapter 9 is devoted to the new
tool we developed, “routing games over time”, to study the problem of selfishness and the price
of anarchy of allocations of malleable requests over the time. The conclusion is in Chapter
10.
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Summary

INTRODUCTION

Telephone networks are more than 100 years old. The Internet has been designed more than
40 years ago. While the former is a circuit network, the later uses—as of now—packets to
carry pieces of information.

This design choice made at the early stage of its existence is responsible for the Internet’s
success thanks to its simplicity and its support of communications with numerous peers. But,
it also has heavy implications on the performance of applications built on top of this network:
Quality of Service (QoS), reliability, security.

At a time where convergence of telephone network and Internet has already been pursued
for years, and will probably results in the disappearance of classical circuit-switched telephone
network, the study of initial motivations as well as history of Internet and packet networks is
of importance to understand what the limits of this model are and how attempts to overcome
them have been pursued.

The first section presents packet networks, the Internet’s history and model, and proposals
that have been made regarding QoS control. The next section deals with the Transmission
Control Protocol (TCP) and the end-to-end principle that has driven the development of
Internet protocols. Finally, the last section details the lower layers—namely layer 2 and 3—,
their architectures, and their sharing mechanisms.

13
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2.1 PACKET NETWORKS AND THE INTERNET

2.1.1 FOUNDATIONS OF PACKET NETWORKS AND THE INTERNET

As mentioned in the introduction, Internet is about 40 years old [Zakon, 1997]. Its precur-
sor, ARPANET, has been designed as a data network in 1968. At that time, this kind of
network was new. Previous communication networks such as telephone networks were based
on circuits—or calls—established for the whole duration of the communication, regardless of
the actual transmission of information and silences. While circuits were suited to human-to-
human conversations, they were not to machine-to-machine.

2.1.1.1 ’60s: PACKET NETWORKS

The new concept used in data networks has been introduced by L. Kleinrock in early 1960s.
The idea was to chop information in fixed-length blocks. In these data networks, information
is first divided into small messages which are sent over the network and then reassembled at
destination. In the network, the messages—or packets—are processed and forwarded based
on the content of the message—most commonly destination written in the header—and al-
gorithms located in the routers or switches. With packets, information only is sent in bursts
while silent time periods can be used by others. Circuits were not suited since interconnection
resources were scarce.

This proposal was motivated by an efficiency concern. According to L. Kleinrock’s analysis
of requirements of data networks, here are the major reasons why users of data networks are
different from users of telephone networks [Kleinrock, 2002]:

(i) they don’t warn you exactly when they will demand access;
(ii) you cannot predict how much they will demand;
(iii) most of the time they do not access;
(iv) when they ask for it, they want immediate access.

The ratio of time when the line is silent is claimed to be as high as 1,000:1 or 10,000:1 for
data networks while being about 1/3 and tolerable for telephone lines. This analysis has led
L. Kleinrock to propose a different paradigm for communications in data network.

Another thread in the development of packet network is the work of Baran. One par-
ticular, dated from 1962 and presented in volume P-2626 of RAND reports On Distributed
Communications Networks [Baran, 1962], studies the impact of loss of some switches on the
survivability of the communications in a network under an assumption of “perfect switching”.
This assumption states that as long as a path exists between two nodes, communication can
be done. This is typically what packet networks tend to achieve by taking routing decisions
for each packet.

2.1.1.2 ’70s-'80s: EARLY STAGE OF TCP/IP AND OSSIFICATION

The standard model for Internet is now the TCP/IP model. It is made of four abstract layers:
Link layer, Internet layer, Transport layer, and Application layer. In this model, shown on
Figure 2.1, on a given host of router, information is propagated vertically between the layers.
Schematically, going down in the protocol stack means encapsulating data from the upper
layer into an object of the lower layer. The reverse process is done when going up the stack.
Packets are transmitted from one host to another using the medium accessed using the lowest
layer—the link layer. End-to-End connection is realized at the transport layer on top of
connectionless communications.
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Figure 2.1: Interconnection of network stack in TCP /TP model.

The International Organization for Standardization (ISO) along with the Telecommuni-
cation Standardization Sector (ITU-T)—an activity of the International Telecommunication
Union (ITU)—defined another layering model called the Open Systems Interconnection (OSI)
model. This one has 7 layers, from bottom to top: Physical, Data-Link, Network, Transport,
Session, Presentation, and Application. They usually are numbered from 1 to 7 and referred
to as L1 to L7. L1 does not have an equivalent in the TCP /IP model, 1.2 is the Link layer, L3
is the Internet layer, L4 and L5 are the Transport layer, while L6 and L7 are the Application
layer.

The Internet Engineering Task Force (IETF) maintains and develops protocols that fit
this model through its working groups and the publication of RFCs. We can note some of
the important protocols of the Internet defined by RFCs: the Transmission Control Protocol
(TCP), the Domain Name System (DNS), the Simple Mail Transfer Protocol (SMTP). ..

When discussions on the design of the Internet protocols started, the concept of packet
previously explored in ARPANET was reused. The same applies for the store-and-forward
concept. IP routers store packets in queues before processing and forwarding them to the
next hop. The first goal retained for the Internet’s architecture was to be able to interconnect
already existing packet networks and to be able to multiplex their traffic. But then additional
objectives have been added. D. Clark lists seven of them in [Clark, 1995]:

(i) robustness;
(ii

(iii

support for different types of service;
accommodation of a variety of networks;
(iv) distributed management;

low level of effort to add a host;

)
)
)
(v) cost-effectiveness;
(vi)
)

(vii) accountability of the resources used in the Internet.
Not all of them have been addressed with the same attention.

Robustness has lead to routing decisions taken at each router based on the destination
address to cope with the failure of some routers. When a packet reaches a router, the decision
of where it must be sent to reach its final destination is determined by a set of rules. IP uses
the concept of subnet to define routing. Subnets are sets of machines in the same network.
They share a common part of their IP addresses. In its simplest form, IP routing consists
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in sending the packet to the next hop defined in the entry of the routing table of the router,
the subnet field of which contains the destination IP. One special entry called the default
route is used for destinations with no specific entry. The distribution of routing tables can
be done statically or using routing protocols such as the Routing Information Protocol (RIP)
[Malkin, 1998], Open Shortest Path First (OSPF) [Moy, 1998], or the Border Gateway Protocol
(BGP) [Rekhter et al., 2006].

The support of a variety of networks has been solved by the common layer that IP offers.
One of the implications of the choice of packets instead of circuits for Internet is that every
packets can be dropped. In a circuit-switched network, once the call has been admitted, it is
guaranteed not to face blocking. With packets, this can happen at any time. Since IP does
not provide any additional mechanisms to protect from losses, it basically offers an unreliable
data delivery. In addition, because of the routing mechanisms used, nothing prevents two
consecutive packets from taking two different paths and reaching the destination in a different
order.

Regarding the support for different types of service, IP does it through the “type of service”
field, which was supposed to allow senders to specify the objective that should be aimed when
processing packets [Almquist, 1992]:

(i

(ii) maximize throughput,

minimize delay,

(iv

)
)
(iii) maximize reliability,
) minimize monetary cost,
)

(v) normal service.

However, in actual use, only the normal service is used and reliability is provided by the
transport protocol.

A lot of transport protocols exist, but only two are commonly used nowadays: TCP is
reliable, connection-oriented, and provides in-order delivery, while the User Datagram Protocol
(UDP) is unreliable and connectionless.

Even if version 6 of IP has been designed and implemented, until now, the unification by
IP (version 4) has spread so much that it has become an obstacle to change.

2.1.1.3 ’90s: WEB AND Ramp Up

In the '90s, the number of hosts in the Internet grew from 159,000 in October 1989 to 72M
in January 2000. While the Internet was mostly exclusively used by early adopters—research
community—at the beginning of the decade, it reached its main market before year 2000.
This growth was accompanied by the “dot-com bubble” mainly based on new business models
supported by this spreading network and its harnessing network effect.

In 1990, the first version of the HyperText Transfer Protocol (HTTP), the first version of
the HyperText Markup Language (HTML), and the first browser and server were developed
by Berners-Lee. The expansion of the world wide web—the web of nodes—interconnected by
hypertext links made the success of the Internet.

2.1.1.4 2000s: SPREAD OF HIGH-SPEED INTERNET AND UBIQUITY

In the current ending decade, Internet has spread up and, according to Internet World Stats,
counted 1.59 billion users in March 2009 with 23.8 % of penetration of the global population.

At the same time, broadband connections get widely deployed. Different technologies are
in use for this: cable, Digital Subscriber Line (xDSL), Fiber to the “z” (FTTx)—“x” being one
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of: neighborhood, curb, building, home. . . depending where the fiber ends. These technologies
provide bandwidth ranging roughly from a few hundreds kbps to 100Mbps or 1 Gbps. This
increase has come with the increase of bandwidth-consuming usages and all-over-IP trends.
They include video streaming, peer-to-peer file sharing, video-on-demand, voice-, telephony-
and video-conferencing-over-IP. ..

Internet is now ubiquitous in developed countries. Instant messengers have replaced earlier
chatting applications such as Internet Relay Chat (IRC) and Usenet’s newsgroups. Blogs,
social networks, and virtual communities such as Facebook, Twitter, Orkut, MySpace, or
LinkedIn have made the network effect available to the majority. Mobile phones now provide
Internet access, e-mails, and are continuously connected.

The ubiquity of the Internet has made possible the development of Service Oriented Ar-
chitectures (SOA) providing access to software or processing and storage facilities as a service
in its economic acceptation. For example, Amazon Elastic Compute Cloud (Amazon EC2)
proposes virtual machines as a service, Salesforce.com proposes Customer Relationship Man-
agement (CRM) software also as a service, others propose online storage or backup. Usage
of these services make users/companies dependent on the network—Internet—that connects
them to the service provider and the performance it is able to achieve.

2.1.2 QUALITY OF SERVICE OF PACKET NETWORKS

These data networks made of packets have different performance metrics usually referred to
as Quality of Service metrics.

2.1.2.1 QUALITY OF SERVICE METRICS

Measurement, control or even definition of parameters relative to QoS is a difficult topic.
Depending on what the system will be used for, the relevant parameters measuring the QoS
can be different. Various models have been used to quantify them, evaluate the performance
of the systems, and build control mechanisms.

The performance of circuit-switched systems has been studied by A. K. Erlang. His well-
known Erlang-B formula gives the blocking probability—probability of being rejected—when
requesting a circuit from a group of circuits when the calls can not be queued and do not
retry. Call attempts are supposed to be a Poisson process and independent with holding time
exponentially distributed. The Erlang-C formula gives the waiting probability—probability
that a call has to wait—under the same assumptions as Erlang-B formula except that calls
can wait in an infinite queue if no circuit is available. Note that the probability that a call
has to wait for more than a given time can also be obtained since there is a product form for
it [Park, 2005, Chap. 3.

When dealing with packet networks, since blocking can happen for each packet, the metrics
considered are different.

When the application initiating the communication is delay-sensitive or real-time as Voice
over IP, several metrics regarding the QoS can be of interest: bit-error rate, delay, jitter,
packet loss probability. .. They depend on different aspects of the whole system and can be the
result of combined effects. A loss of packet can be due to a single bit error in a critical field
leading the packet to be discarded by a router. It can also be caused by a congestion in the
network. Delay can depend on the transmission delay of the packet as well as its queueing
delay at intermediate hops.

Queuing theory was known before data networks appeared but L. Kleinrock was the first
to apply it to packet networks to study their performance. Using it, he defined global QoS
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metrics—averaged transmit time and waiting time of packets over the network—to compare
packet networks and design them using relations between the average delay experienced by
packets crossing a network, capacity and load [Kleinrock, 1969].

As communications usually involve many packets, higher-order metrics can be used to
aggregate the per-packet metrics. Then the specification of QoS constraints can be statistical
or deterministic, and possibly aggregated at different timescales. Finally, QoS control can be
applied with different granularities. It can be one every single packet [Braden et al., 1994],
on flows identified by their 5-tuples (source and destination addresses, source and destina-
tion ports, and protocol) [Roberts and Oueslati-Boulahia, 2000], or on an aggregate of traffic
[Firoiu et al., 2002].

As an example, timescale is an important point for the definition of throughput: in packet
network, a single packet being always transmitted at the maximum throughput or line rate,
the rate of information transmission is not constant and made of on-off periods. In order to get
the actual long-term transmission rate, the throughput has to be averaged on a time interval
leading to different metrics. When dealing with specification of needs, the token bucket
model and network calculus can be used to specify the buffer size needed to accommodate
transient bursts at peak rate or long-term behavior using cumulative arrivals and services
curves formalism [Le Boudec and Thiran, 2001].

2.1.2.2 QOS CONTROL MECHANISMS

Different attempts have been made to improve or control the QoS of packet networks. As of
now, none have succeed to be deployed in the Internet. According to Jon Crowcroft’s analysis
in [Crowcroft et al., 2003], some were too complicated and came before they were needed,
others came too late with too little guarantees.

As an alternative to IP, Asynchronous Transfer Mode (ATM) has been proposed in the
mid-’80s. Different services are proposed by ATM:

Constant Bit Rate (CBR): peak rate is specified and constant.

Variable Bit Rate (VBR): average rate, peak rate, and burst size are specified.
Awailable Bit Rate (ABR): minimum rate is specified.

Unspecified Bit Rate (UBR): designed to use the remaining capacity.

These services, similarly to X.25 and Frame Relay, are based on connection-oriented commu-
nications: wvirtual circuits. ATM uses fixed-size packets called cells of 48 B. The ATM protocol
suite provides functions of layers 1 to 3 of the OSI model.

Another QoS architecture that has been proposed is Integrated Services (IntServ) [Braden et al., 1994].
It is based on the specification of services as token buckets. Both the requested service and the
traffic that is going to be sent are described as token buckets and sent through Resource ReSer-
Vation Protocol (RSVP) messages. Depending on the type of service requested— Controlled-
Load Network Element [Wroclawski, 1997] or Guaranteed Quality of Service [Shenker et al., 1997]—
different guarantees apply. Each router on the path maintains states for each reservation.

IntServ provides a fine-grained QoS architecture acting on flows while Differentiated Ser-
vices (DiffServ) is coarse-grained [Blake et al., 1998] and acts on classes of traffic. Different
classes of services are defined and traffic is classified and processed according to the class it
belongs to. These classes of services includes Assured Forwarding (AF) [Heinanen et al., 1999
and FEzpedited Forwarding (EF) [Davie et al., 2002], with Best-Effort (BE) being the default
one.
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While IntServ and DiffServ are layer 3 mechanisms, Multiprotocol Label Switching (MPLS)
[Rosen et al., 2001] is called a layer 2.5 mechanism as it lies between layer 2 and layer 3. It
provides a packet-forwarding mechanism that does not need to look at the packet’s content.
It is based on the label switching paradigm that consists in determining the next hop using
an ingress label that is later replaced by an egress label before the packet is forwarded. Doing
so, the forwarding process executed at each switch is made easier by skipping the longest-
prefix match that determines which path must be taken. This also enables the creation of
circuits in packet networks possibly using source routing. Source routing means the path
that will be used by the data is determined at setup (possibly by the source). Circuits can
be setup by distributing the labels over the path with RSVP, for example. Then, incoming
traffic is put in the circuit at the Label Edge Router (LER) that assigns the first label to
the traffic. An intermediate router is known as Label Switching Router (LSR). Depending
on how the paths are computed and circuits accepted by routers, this allows offering QoS
to traffic put in a MPLS tunnel. MPLS serves as a support for virtual wire or virtual LAN
technologies such as Virtual Leased Line (VLL) or Virtual Private LAN Service (VPLS)
[Lasserre and Kompella, 2007]. These services are respectively known as E-Line and E-LAN
in Metro Ethernet terminology [MEF09].

Finally, the solution currently used to provide an acceptable QoS is to rely on over-
provisioning of the core network. The capacity of links in the core of the network is greater
than what access links can accept. For a simple M/M/1 queue, that is a queue served by
one server, with arrivals as a Poisson process and exponential service times, the equation
for the expected sojourn time at a queue is: E[T].=1/(x — A\) where p is the mean service
rate and A\ the average arrival rate. It shows that over-provisioning of network capacities
helps reducing the end-to-end delay experienced by packets. It also obviously helps with the
obtained throughput. And under the assumption that losses are mainly due to congestion
and not to transmission error—this assumption does not hold in wireless networks—, over-
provisioning also reduces the number of packets queued and so the risk of being dropped at
a buffer. Over-provisioning has been the means used to ensure the QoS of the Internet up to
now.

2.1.3 CONCLUSION

The Internet was designed as a packet network for robustness and performance reasons: to get
a better blocking probability under scarce communication resources and high silence to trans-
mission period ratio. Under these assumptions, sharing the medium using packets similarly
to what was done for time-shared computers makes sense.

The layering model that has emerged of the Internet’s design makes the upper-layer depend
on the lower. The attempts to bring QoS at layer 3 (IP) have failed. Current trends with
MPLS, and virtual wires or LANs now try to address the problem of QoS and sharing of the
resources at a lower layer, closer to the physical resources to be shared.

For now, the sharing is the result of the convergence of a distributed process implemented
at end-host in virtue of end-to-end principle and on top of the lower layers, L1 to L3. In
wired telecommunications, there is no problem with sharing at L1 since: (i) wired and optical
communications are very reliable and do not face many transmission error; (ii) most media
are made of switched and full-duplex segments and thus have no collisions since there is only
one sender for one direction.
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2.2 INTERNET L4 SHARING—END-TO-END PRINCIPLE

IP offered a unified layer for the routing and addressing of hosts on the Internet. Even
though it supports different transport protocols, TCP is the most commonly used and almost
all connections made in the Internet use it. As it provides reliable communications at an
affordable cost, this protocol has become the one-fits-all solutions for almost any application.
Its congestion control mechanism is responsible for the resource allocation reached by flows
and the prevention of network collapse due to congestion.

2.2.1 END-TO-END PRINCIPLE

The end-to-end principle states that end-to-end functions such as ensuring the integrity of a
transmission should be implemented in endpoints. This is motivated by the fact that endpoints
have the knowledge required to do this [Saltzer et al., 1984]:

The function in question can completely and correctly be implemented only with
the knowledge and help of the application standing at the endpoints of the com-
munication system. Therefore, providing that questioned function as a feature of
the communication system itself is not possible.

This principle has been applied to TCP and, more generally, to the Internet’s architecture
and protocol designs [Carpenter, 1996]. Regarding TCP, it has been applied for integrity and
buffer-management functions as well as congestion control functions.

2.2.2 END-TO-END CONTROL—TCP’S MECHANISMS

At his beginning in 1974, TCP stood for Transmission Control Program [Cerf et al., 1974].
This protocol provided support for different packet sizes, transmission failures, in-order de-
livery, receiver buffer management, multiplexing of communications between processes, and
end-to-end error recovery on an unreliable communication channel.

2.2.2.1 ERROR DETECTION/RETRANSMISSION

Every transmitted byte in TCP has a known position in the flow of information. This infor-
mation is sent from the sender to the receiver through the sequence number of the first byte
of the payload. Since the receivers are supposed to acknowledge received bytes, the senders
can figure out whether some have been lost. If the sender receives multiple times the same
information for the last acknowledged byte, the sender will retransmit the missing bytes. Im-
provements of this scheme have since been proposed to help with some loss pattern: selective
acknowledgments or negative acknowledgments.

2.2.2.2 FrLow CONTROL

In order not to overflow the receiver with data, in addition to the last sent byte and last
acknowledged byte, the sender also keeps a number of bytes that can be sent to the receiver:
the receiver window. This information is stored in the TCP Control Buffer (TCB) structure
on the sender. This structure keeps the state information needed for end-to-end control of
the communications. The receiver window is announced by the receiver to the sender through
packets sent to acknowledge data.

2.2.2.3 SLOW-START/CONGESTION AVOIDANCE

Finally, TCP also manages the congestion of the network. It changes its average sending rate
by modifying the number of in-flight packets. These are packets that have been sent but not
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yet acknowledged. The way this congestion window is managed depends on the exact variant of
TCP and will be detailed in the next section. But, two different behaviors can be distinguished:
the slow-start and congestion avoidance phases. In the first case, the transmission starts with
a small sending rate—small congestion window—and quickly increases it to probe the state of
the network. This phase ends with a loss due to congestion and then the congestion avoidance
phase begins. In this phase, the congestion window is increased and decreased according to
the congestion control algorithm implemented in the sender.

2.2.3 END-TO-END SHARING— CONGESTION CONTROL ALGORITHMS

Currently, the deployed congestion control algorithms relies on an update scheme known as
AIMD using feedback information—Ilosses or delay variations—obtained by the end-to-end
control between the endpoints of the communication.

2.2.3.1 NEED FOR CONGESTION CONTROL

Even though the collapse of the Internet due to congestion, as well as the need for congestion
control, have been envisioned in 1984 by J. Nagle [Nagle, 1984], congestion control mechanisms
for TCP appeared in 1988, after the collapse really happened in October 1986: the actual
transmission rate dropped by 3 orders of magnitude due to retransmission caused by and
causing congestion [Jacobson, 1988].

Different mechanisms can be used to control the congestion and the sharing of the re-
sources. They can be open- or closed-loop control, use implicit or explicit and local or global
feedbacks. We refer to [Yang and Reddy, 1995] for a taxonomy of the feasible scheme for con-
gestion control. TCP, as currently defined by RECs; uses a congestion window and reacts to
different events: acknowledgments and losses [Allman et al., 1999]. TCP basically increases
the congestion window when a packet has successfully been transmitted, and reduces it when
it has been lost—assuming it is a signal for congestion. Other approaches have been proposed
to detect congestion events such as the increase of the round-trip time.

2.2.3.2 ADDITIVE INCREASE, MULTIPLICATIVE DECREASE

The adopted scheme for congestion window update is termed as Additive Increase, Multiplica-
tive Decrease (AIMD). Every time an acknowledgment is received, the congestion window
cwnd is updated by the relation:

«

cundpy1 < cwndy, + ———,
cwnd,y,

when a loss is detected, the update equation is:
cundy41 < B cwnd,

where both « and /S depends on the variant of TCP, it is respectively 1 and 1/2 for V.
Jacobson’s version.

In case there is no congestion, this makes the congestion window increase by one every
RTT since up to cwnd packets can be sent by RTT.

D.-M. Chiu & R. Jain have proved this mechanism to be stable and converge towards a
fair allocation of the resources between two users—here, fair means both get the same amount
[Chiu and Jain, 1989]. Using fluid models for TCP, L. Massoulie has given sufficient conditions
for local stability in general network topologies and heterogeneous delays [Massoulie, 2002].
Using a microeconomics interpretation, the equilibrium reached by the mechanisms can be
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seen as the result of a distributed optimization procedure solving a utility-maximization prob-
lem under capacity constraints. We will go back on this in Chapter 5.

2.2.3.3 VARIANTS

As seen in the congestion avoidance equations in the previous section, for regular TCP, the
increase of the congestion window is of one every RTT. When RTT is large, it means that
TCP will take time to recover from losses. For high capacity links, such as 1 Gbps links, and
under large RTT, typically hundreds of milliseconds, the increase phase can take hours before
reaching the maximum rate.

The maximum number of in-flight packets being the congestion window, it is required to be
as large as the bandwidth-delay product (BDP) in order to achieve the maximum throughput.
If it is, the congestion window can contain enough packets to permit the sender to send
packets continuously. These high BDP networks have led to the proposal of TCP variants
[Weltz et al., 2005]. These variants propose different o and /8 which can be made a function of
the parameters of the TCB. For some of the proposed variants, the congestion events include
both losses and increases of the RTT.

2.2.4 CONCLUSION

TCP and its associated programming model—the socket API—, are used by almost all the
applications of the Internet. They provide a reliable service and prevent congestion col-
lapses. Although it is a completely distributed congestion control, TCP is proved—at least,
models of TCP are—to have stable equilibrium allocations that are “fair”. While the feed-
back information is coarse and provided by losses, different attempts have been carried to
add an extra feedback from the lower layers of the network: Random FEarly Drop (RED)
[Floyd and Jacobson, 1993], Ezplicit Congestion Notification (ECN) [Meyer, 2001], or to ask
the network elements to determine the best congestion window along the path as in eXplicit
Control Protocol (XCP).

2.3 INTERNET L2-L.3 SHARING—SWITCHING/ROUTING

The constitutive elements of a network are: links, queues, and elements doing packet switching.
These elements exist at a different scale: from the packet classifier that decides where a packet
will be queued, to the AS deciding where a packet will be sent to reach its destination.

2.3.1 MODEL

The Internet, and more generally the IP networks, use store-and-forward paradigms for trans-
porting packets. Queues are where packets are stored, links are used to transport packets
between queues, and switch fabrics decide which packet will be processed and sent to another
queue using a link.

Figure 2.2 shows a macroscopic view of the Internet. We progressively have a closer look
at its constitutive elements.

At the top of Figure 2.2, the macroscopic view of the Internet is represented. It is made
of Autonomous Systems (AS) that are authoritative domains. The Internet has about 30,000
different advertised AS in 2009. Some AS host endpoints, such as the AS owned by Internet
Service Providers (ISP) or content providers. Some are dedicated to the transit of traffic
between other AS.
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Autonomous Systems Internet Peering agreement

Router

Switch fabric

Input queues
Output queues

Figure 2.2: A macroscopic view of the Internet

A packet sent from one endpoint to another might cross different AS. Which AS will
be used is determined by the routing protocols or, more specifically, by the exterior routing
protocol. This will be the topic of Section 2.3.2.3.

Within an AS, as shown on the intermediate stage of the figure, the selection of the
links—and hence routers—is done by the interior routing protocol depicted in Section 2.3.2.2.

Links are passive but routers contain memory and algorithms taking decisions. At the
bottom of the figure, a switch or router is shown. It basically consists of input ports with
queues, output ports with queues too, and a switch fabric that will move packets from one
input to an output depending on the decision made by the arbitration algorithms.

In the endpoint, from the application to the wire, packets have to cross the socket buffers
and transmit queue in the OS, before reaching the queue of the Network Interface Card (NIC).
The same trip exists, in the reverse order, for the received packets, at the destination.

Finally, the endpoints are not always directly connected to a router but instead, there can
be many hosts connected to one router through a Ethernet LAN. Between the NIC of the
endpoints and the first router will lie Ethernet switches which can be assimilated to routers as
once the path as been determined at layer 2, they both do the same task: switching packets
between input and output ports.

2.3.2 L2-L.3 PATH SELECTION

The general architecture of the network is a generic graph and not a tree. Consequently,
there is more that one path between two nodes. Some mechanisms and protocols are needed
to decide which path will be followed by packets. This is done at different levels: in an
Ethernet LAN, the Spanning Tree Protocol (STP) is used; within an AS, it is an Interior
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Gateway Protocol such as Open Shortest Path First (OSPF); between the AS, the Border
Gateway Protocol (BGP) is the norm.

2.3.2.1 ETHERNET SPANNING TREE

Since there is no time-to-live field in Ethernet frames, in order to prevent infinite looping of
packets, STP is used to remove the loops in the physical topology.

This is done in two steps. First the root of the tree is selected. This selection is based on
the ID of the switch—unique for each switch—and a priority combined together and ordered.
Then for each node, the shortest path to the root is computed. The ports that are not on one

of them are switched off. Variant of this exists to construct this spanning tree within each
VLAN.

2.3.2.2 INTERIOR ROUTING: LINK STATE

Within an AS, since it is a network under a single authority and of limited size, broadcasting
routing information between the routers is not an issue. OSPF does that. It broadcasts the
state of the links—OSPF is called a link-state routing protocol—to every router, so that, after
some time, they will have a complete knowledge of the topology and be able to compute
shortest paths using Dijkstra’s algorithm, or equivalent.

In addition to obvious parameters such as source and destination, announced link states
can contain QoS metrics such as delay, bandwidth, or cost to be used while computing the
shortest path, either to build the cost that will be used as the metric to be minimized or as
a pruning criteria to remove links that are not suited.

2.3.2.3 EXTERIOR ROUTING: PATH VECTOR

The problem is different when routing between AS, since they are different economic agents.
First, privacy concerns prevent AS from disclosing their internal topology and thus IGP does
not fit this problem. Second, paths or routes for traffic are the results of business relations
and contracts and thus need a policy-based mechanism to announce routes as defined by the
contracts that apply.

BGP is a path-vector protocol. The idea of this protocol is for each AS to announce the
reachability of other AS to the neighbors. Then when an AS A receives an announcement from
a neighbor B about an AS C, A knows that traffic for C' can be sent through B. Policies can
easily be implemented since, in order to prevent an AS from sending traffic towards another,
it is enough to not let it know that the AS is reachable. Policies can also be implemented for
received routes.

2.3.3 PACKET SWITCHING AND SCHEDULING

Switches have multiple inputs and outputs, and since packets take different paths, contentions
have to be solved to decide which packet will be served first. Within a queue of packets going
to the same destination, packets can also be served in a different order: this is the core of
packet scheduling policy.

2.3.3.1 ARCHITECTURE: BUs/CROSSBAR/SHARED MEMORY

Looking at the history of switch designs, we can find three different approaches: (i) Shared-
bus, (ii) Shared-memory, and (iii) Crossbar. In the first of these, the input/output ports
communicate using a single shared bus. Consequently this sharing is a limitation, as no more
than one pair of ports can communicate at a time.
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The second prominent switch architecture is the shared-memory architecture. In a shared-
memory switch, memory is shared by all input and output lines. The packets arriving at the
input ports are written to the shared memory, which in due time, are read out and sent to
the output lines. If R represents line rate, the characteristics of shared memory switches that
make it difficult to scale to their capacity can be summed up as [Iyer and McKeown, 2001]:

e As line rates (R) increase, the memory bandwidth of the switch should also increase
linearly (2- N - R),

e Memory has to be accessed twice in every cell slot. For a cell size of 64 B, with N = 32
and R = 10 Gbps, the access time is just 800 ps,

e Memory size requirement increases with line rate.

Hence, shared memory architecture is not attractive for high-speed switches with a high port
density.

The third important design, and the one we’re focusing on here, is the crossbar archi-
tecture. The classical crossbar switch overcame the bottleneck imposed by the shared bus
architecture that restricted the use of IV input-output port pairs in parallel, as well as the
shared-memory architecture that is impractical for switches with a high port density. The
crossbar switch is a N x N matrix of 2N buses, connecting input/output ports. Each of the
N? crosspoints, where the bus lines intersect, needs a control line from the scheduler to turn
it on or off, thereby allowing the corresponding input/output port communication. Evidently,
one input can communicate with only one output at any given time. For example, if an input
line card wants to communicate with an output line card, then a scheduler, based on some
criteria (which we will discuss later), has to turn on the crosspoint formed by the correspond-
ing input and output lines [Varghese, 2004].. This operation is referred to as scheduling or
arbitration. But since contentions occur, queues are needed to store packets.

2.3.3.2 CROSSBAR SWITCHES

Depending on where the buffers are located within the switch fabric, there are different kinds
of 